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Abstract—We present ULGEN, a runtime assurance (RTA)
framework for programming safe cyber–physical systems (CPSs).
In ULGEN, a system is implemented as a collection of asyn-
chronous processes executing RTA modules which are general-
izations of the well-known Simplex architecture. An RTA module
is composed of a set of safe controllers (SCs), designed to guaran-
tee certain safety specifications, and a set of advanced controllers
(ACs), optimized for performance, each defined to run under the
specific conditions of the operating environment, and a decision
module implementing the switching logic between the controllers.
A source of complexity in achieving safe CPS is that these
systems often involve concurrently interacting components with
different execution semantics. To this end, ULGEN allows for
the definition of RTA modules with either event-driven or time-
driven execution semantics and encapsulates such components
into RTA modules. It further provides primitives for imple-
menting priority-based communication between asynchronous
processes, which is a necessary feature for task prioritization
mechanisms, such as contingency plans and interrupt service rou-
tines. The framework also provides formal guarantees on the safe
execution of RTA modules based on a formal definition of well-
formedness. In ULGEN, a well-formed RTA module combines
SCs and ACs in a way that guarantees the underlying safety
specifications assured by the SCs while delivering the desired
performance offered by the ACs. We compare the safety guar-
antees of ULGEN against other state-of-the-art RTA frameworks
and demonstrate its efficacy in implementing safe and perfor-
mant CPS by presenting an extensive experimental evaluation of
five case studies both in a simulation environment and on a real
robotic platform.

Index Terms—Cyber–physical systems (CPSs), formal methods,
robotics, runtime assurance (RTA), runtime verification.

I. INTRODUCTION

DEPLOYING autonomous cyber–physical systems (CPSs)
in safety-critical domains present several challenges,

including the complexity of their operating environments and
the growing trend of using learning-enabled components in
tasks, such as perception, prediction, and planning [37]. It is,

Manuscript received 6 August 2022; revised 19 December 2022; accepted
26 January 2023. Date of publication 17 February 2023; date of current
version 20 October 2023. This work was supported in part by NSF under
Grant 1545126 (VeHICaL) and Grant 1837132; in part by DARPA under
Contract FA8750-18-C-0101 (AA); in part by Berkeley Deep Drive; in part
by C3DTI; and in part by Toyota through the iCyPhy Center. This article was
recommended by Associate Editor A. Shrivastava. (Corresponding author:
Beyazit Yalcinkaya.)

Beyazit Yalcinkaya, Hazem Torfah, and Sanjit A. Seshia are with the
Department of Electrical Engineering and Computer Sciences, University
of California, Berkeley, Berkeley, CA 94720 USA (e-mail: beyazit@
berkeley.edu; torfah@berkeley.edu; sseshia@berkeley.edu).

Ankush Desai is with the Amazon Web Services, Amazon Inc, Cupertino,
CA 95014 USA (e-mail: ankushpd@amazon.com).

Digital Object Identifier 10.1109/TCAD.2023.3246386

therefore, crucial to develop techniques for runtime assurance
(RTA) of CPS, including runtime monitoring and safe fall-
back mechanisms. Autonomous CPS involves complex and
uncertified software, such as learning-based components that
can be hard to verify. Runtime monitors are, thus, necessary
for maintaining situational awareness and triggering the right
contingency plans and interrupt-service routines to maintain
safety.

Programming safe CPS instrumented with runtime moni-
tors requires careful design and implementation of their RTA
architecture. Several frameworks have been presented in the
literature introducing systematic ways for implementing and
integrating RTA modules into CPS [7], [14], [20], [21]. One
example is the SOTER framework [7], which provides a lan-
guage for programming robotic systems with time-driven RTA
modules. Another example is the ROSRV framework [20]
building on the prominent robot operating system (ROS) [34].
ROSRV allows for the definition and integration of moni-
toring nodes that intercept commands and messages passing
through the system when the underlying monitoring specifi-
cation is violated. These and other frameworks have shown
promising results in building safe CPS, but they are limited
to certain communication and computation models. Moreover,
autonomous CPS are complex systems composed of various
concurrently interacting components often based on different
execution semantics. Some are time-driven, i.e., they employ
a fixed execution frequency. Others are event driven, i.e., their
execution depends on the arrival of data from other compo-
nents. Therefore, a general framework for programming safe
autonomous CPS should provide flexibility and the right tools
for implementing RTA modules with different communication
and computation models while providing guarantees on the
safety of the system behavior.

In this article, we present ULGEN,1 a framework for design-
ing and programming asynchronous autonomous CPS with
both event-driven and time-driven RTA modules and with an
underlying formalism for building provably safe RTA mod-
ules. In ULGEN, a program defines a set of asynchronously
communicating processes interacting with each other using a
message-passing communication model. Its language builds on
P [8], an event-driven asynchronous programming language.
ULGEN extends P with: 1) primitives for RTA modules used
as building blocks for programming safe systems; 2) support
for both time-driven and event-driven execution semantics for
RTA modules; and 3) event priorities for task prioritization.

1In Turkic and Mongolian mythology, Ülgen is a creator-deity who assumes
the protectorship of humankind against the god of evil and darkness.
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Fig. 1. RTA module architecture of the ULGEN framework.

An RTA module in ULGEN is a generalization of the widely
used Simplex architecture [38]. In Simplex, an RTA module
consists of three components: 1) an advanced (untrusted) con-
troller (AC/UC); 2) a safe (trusted) controller (SC/TC); and
3) a decision module (DM). The AC is used for operating
the system under nominal circumstances and is designed to
achieve high performance. This controller may be an off-the-
shelf (black-box) component that is not necessarily certified.
The SC is a certified backup controller that takes over when,
for example, abnormalities in the execution of the AC are
observed or when the system exits the safe operational envi-
ronment of the AC. The DM is a trusted component that
implements the switching logic between the AC and the SC.
The switching logic is based on a safety specification that if
violated, triggers a switch in operation from the AC to the SC.
If at some point the system is brought back to a safe state, the
DM switches back to the AC. ULGEN generalizes the Simplex
architecture by allowing an RTA module to comprise a set of
two or more controllers (see Fig. 1). For example, different
controllers may be designed for different environmental con-
ditions (e.g., weather, time of the day, etc.) as those can have
significant effects on the behavior of the system (e.g., see [16]).
Thus, in practice, a DM should implement a switching logic
between a larger set of controllers. Furthermore, in comparison
to the standard Simplex architecture, where the DM operates
periodically, according to a fixed frequency, thus, limiting the
RTA module to time-driven semantics, the ULGEN language
allows for the definition of both time-driven and event-driven
RTA modules. The execution frequency of a DM in ULGEN

is bound to the decision frequency of the current controller
of the RTA module, which enables us to extend traditional
RTA module architecture to event-driven semantics. Finally, an
important feature of ULGEN is that it allows for the definition
of priority-based communication, i.e., priority-based message
passing, where each asynchronous process operates on its local
event queue, and events are associated with different schedul-
ing priorities. This mechanism is necessary for implementing
task prioritization such as in interrupt-service mechanisms
over different controllers and allows for the implementation
of coordinated switching mechanisms between RTA modules.

The underlying formalism of ULGEN allows for the imple-
mentation of provably safe RTA modules. We present a set

of well-formedness properties for ULGEN programs and show
that satisfying these guarantees the safety of the system. We
prove that if the initial state of a well-formed RTA module is
within its operating region, then it will never leave this region.

We demonstrate the efficacy of ULGEN in five robotic
case studies and show that ULGEN enables the modular
design of robotic systems and can flexibly interface with
well-established monitoring tools and robotic platforms. We
showcase this by interfacing ULGEN with Reelay [41], a mon-
itoring tool for metric temporal logic (MTL) [23], and by
implementing the software stack of a real robotic platform.

We summarize our contributions as follows.
1) We introduce the ULGEN framework. ULGEN uses RTA

modules as building blocks for asynchronous processes.
It provides both event-driven and time-driven execu-
tion semantics for RTA modules, extends the traditional
Simplex architecture to multiple controllers, and defines
a priority-based communication mechanism for task
prioritization.

2) We present a theoretical formalism for the well-
formedness of systems designed with ULGEN and prove
that such systems satisfy their safety specifications.

3) We demonstrate the efficacy of ULGEN in implement-
ing safe and performant CPS by presenting an extensive
experimental evaluation of case studies both in a simu-
lation environment and on a real robotic platform.

The outline is as follows. Section II provides an overview,
Section III is the formalism, Section IV presents our toolkit,
Sections V–VII demonstrate case studies, Section VIII dis-
cusses the related work, and Section IX concludes this article.

II. OVERVIEW OF ULGEN

We present a case study to reveal high-level details of
ULGEN and to introduce the ULGEN language. Further details
and evaluation of the case study are given in Section VI-A.

A. Motivating Example

Consider a robot surveillance system, where a robot is
tasked to visit a sequence of waypoints infinitely often while
ensuring that the mission never fails due to battery deprivation.
For simplicity, we assume that the environment is known to the
robot a priori. To safely execute the mission, the robot must
unceasingly satisfy the following four specifications: (S1) visit
surveillance locations in the correct order; (S2) compute reach-
able plans between locations; (S3) closely follow a reference
trajectory between waypoints; and (S4) never deplete all of
the battery. While assuring the safety requirements, the robot
also needs to provide adequate performance in terms of reach-
ing its target waypoints as fast and as efficiently as possible.
Advanced off-the-shelf software can be used to achieve such
performance, e.g., for motion planning, third-party libraries
such as OMPL [40]. However, the execution of plans com-
puted by such components needs to be monitored and validated
against the safety requirements, e.g., a plan should not lead to
battery deprivation, i.e., a failure.

Implementing this system to satisfy the safety and
performance requirements stated above requires careful design
of the communication and execution of the several components
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Fig. 2. Compositional RTA system, boxes are asynchronous components.

of the system. A high-level design of the software architecture
is shown in Fig. 2. It consists of the following components.

(S1): A robot machine manages the tasks to be executed
by the system and serves as the interface between an
application layer and the motion planner.

(S2): The motion planner computes a motion plan for a
task and forwards the plan to the plan executor.

(S3): The plan executor executes the corresponding motion
primitives, i.e., low-level controls, to complete the
motion plan.

(S4): Finally, the battery observer monitors the battery
levels of the robot.

The robot machine is notified by the plan executor through
a specific event indicating that the plant has reached the cur-
rent waypoint, see the arrow from the plan executor to the
robot machine in Fig. 2. Once a plan is executed, the next
waypoint is forwarded to the motion planner. All components
in Fig. 2 communicate asynchronously. For example, the bat-
tery observer concurrently communicates with both the motion
planner and the plan executor to request battery charging plans
when necessary, or to inform that a battery recovery proce-
dure has been completed. Supporting both event-driven and
time-driven RTA modules is a necessity for implementing our
robot system. While the robot machine and motion planner are
event-driven since motion planning should occur only when
there is a location to go to, the plan executor and the battery
observer need to be time driven. The plan executor executes
certain motions, and the battery observer monitors the battery
level in fixed time periods. All in all, we need a modular way
to implement the different asynchronous components, we need
to be able to define different execution behaviors for each com-
ponent, and finally, we need a mechanism for priority-based
event handling as the system has multiple concurrent objec-
tives with different priorities, e.g., when the battery is critically
low, recovering the battery has a higher priority than reaching
the next waypoint.

B. Programming With ULGEN

The ULGEN language builds on P, an asynchronous event-
driven programming language that unifies modeling, program-
ming, and verification [8]. We start by giving some background
on P and then explain the new features of ULGEN.

1) P Programming Language [8]: A P program consists of
a set of state machines communicating asynchronously with
each other in a message-passing fashion using events. In our

Fig. 3. ULGEN Program implementing the robot surveillance case study.

example in Fig. 3, we declare four state machines for the robot
machine (line 8), the motion planner (line 9), the plan execu-
tor (line 33), and the battery observer (line 49). Details are
given for the motion planner and plan executor state machines.
Events communicated between the state machines are declared
at the beginning of the program (lines 2–6). Notice that
between lines 2 to 6 only line 2 is native P syntax as P does
not support event priorities. A state machine consists of sev-
eral states. For example, the motion planner has two states
(declared in lines 23 and 24), an initial state that switches to
Run once the machine starts executing. Transitions between
the states are defined using the goto keyword. Actions of
a state or a transition to another state can also be triggered
by the receipt of an event, e.g., in the Run state of plan
executor, in line 44, upon receiving eBatteryLow a transi-
tion to LowBatteryRun is taken and a predefined procedure
lowBatteryEventHandler is executed. Received events
are placed into local FIFO queues and fetched from there.

P has a systematic testing engine for identifying incorrect
behaviors of the model, e.g., deadlock detection. It can be
translated to executable C code and is, therefore, a powerful
language that bridges the gap between the high-level model
definition and the low-level implementation. P has been used
to develop the USB 3.0 driver inside Windows 8.1 [8] and also
for building reliable distributed systems [9]. Thanks to its state
machine-based asynchronous event-driven semantics, it has
also been used for programming various robotic systems [6],
[7], [10], [39]. For implementing the intended functionality of
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the machines in our example above, P is, however, missing
some features. In ULGEN, we build on P and extend it to a
general language for building safe CPS by adding features for
defining real-time behavior, event prioritization, and language
primitives for the definition of RTA modules, as we show next.

2) ULGEN Programming Language: In ULGEN, we follow
an RTA-based approach to implementing the states of a state
machine. Specifically, the ULGEN language expands on P by
adding new building blocks called RTA modules declared by
the keyword rtamodule in the states. We call machines with
RTA modules runtime-assured state machines (RTA-SMs). An
example of an RTA module is given in line 25 in Fig. 3. An
rtamodule block is defined over several controllers, each
identified by the keyword controller, and a DM identi-
fied by the keyword decisionmodule. Implementations of
the controllers and the controller switching logic are given
earlier and are declared by the keyword fun (which defines
a sequential procedure), as in lines 14–22. For this RTA mod-
ule, we use an AC named UC that computes a plan using
some off-the-shelf motion planning library, and an SC named
TC, that uses a certified, yet not necessarily optimal planner.
The controller switching logic is defined by the f_DM func-
tion (lines 14–17). The f_DM function (defining the controller
switching logic) and the decision frequency mapping, together,
form the DM (line 28), which is compiled into a procedure
that runs according to the ULGEN semantics. Controllers are
assigned to regions, i.e., subsets of system states. The union
of all controller regions is called the operating region of the
machine, which must cover the state space over which the
RTA is defined, and moreover, it must partition this space. In
motion planner, the RTA module checks whether the machine
is within the region of UC, and if not switches to TC, and vice
versa, as shown in lines 15 and 16. Each state of an RTA-SM
can have at most one RTA module.

The RTA module in line 25 is an event-driven RTA mod-
ule, i.e., the currently operating controller is executed once
every time a ePlanRequest or ePlanRequestX event
is processed. Upon receiving an event, handler is executed
before running the current controller of the RTA module. The
DM is executed in accordance with the execution of the oper-
ating controller. In the RTA module in line 25, the DM is run
before every single execution of UC or TC, as defined in line
28. Thus, for this specific RTA module, every execution may
trigger a controller switch depending on the current region.

ULGEN also supports time-driven RTA modules, e.g., the
plan executor. The RTA module in line 36 is defined over
SafeMotionC and AdvMotionC operating based on fixed
frequencies, both with 16-ms periods in the example. As in
the event-driven case, the DM is dependent on the decision
frequency of the executing controller. Here, the DM executes
every 50 executions of the SafeMotionC controller or every
ten executions of AdvMotionC, as defined in lines 39 and 40.
A time-driven RTA module does not allow an on statement
as it operates independently from any events received.

Finally, events in ULGEN are declared with a corre-
sponding priority. Priorities are needed to implement task
prioritization. For example, if the battery observer issues
a request to the motion planner to compute a plan to
recharge the battery of the robot (ePlanRequestX), then
this task needs to be executed before executing any plan
requested by the robot machine (ePlanRequest). In our

example, ePlanRequest (priority 1) has a lower priority
than ePlanRequestX (priority 10). In ULGEN, priorities
are handled by replacing the FIFO queues of P with priority
queues. In this case, events with higher priorities are executed
first, e.g., battery recovery plans.

3) ULGEN Programming Framework: To define an RTA-
SM in ULGEN, the programmer defines a machine (e.g., lines
9–32), its local functions implementing the controllers (e.g.,
lines 18 and 19), the controller switching logic (e.g., lines
14–17), and finally declares either event-driven or time-driven
RTA modules in desired states (e.g., lines 25–30). Since P
allows foreign function calls to C/C++, programmers can
utilize existing controller implementations and still get the
RTA guarantees of ULGEN. By calling interface functions,
programmers can generate runtime monitors for temporal
specifications, log data to monitors, and check the latest sta-
tuses of monitors. In the controller switching logic (e.g., lines
25–30), monitors can be used to select the controller. The
ULGEN toolkit provides an interface for the Reelay runtime
monitoring tool [41], which can be extended to any state-
of-the-art monitoring tool. The ULGEN type system ensures
that RTA modules and RTA-SMs follow all formal definitions,
e.g., each controller has an associated decision frequency,
see Section IV for the details of the ULGEN language. A
ULGEN program satisfying well-formedness properties formal-
ized in Section III keeps the system safe, i.e., in the operating
region.

III. FORMALISM

In this section, we give a formalization of ULGEN programs
by defining syntax and semantics of: 1) RTA modules with
multiple controllers; 2) RTA-SMs; and 3) compositional RTA-
SM systems. We present the formalization for event-driven
RTA modules and show that it can be easily extended to
the time-driven case. Based on the given formalization, we
define the well-formedness properties of an RTA module and
an RTA-SM. We further show that a ULGEN program that
is a composition of well-formed RTA-SMs always keeps the
system safe, i.e., in its operating region. Finally, we conclude
by emphasizing the correspondence between the presented for-
malism and the ULGEN language, and give a guideline for
satisfying the well-formedness properties in practice.

We start by defining a few concepts that we will be using
in the formalism. An event e ∈ E is a name, where E is the
universe of all events. Each event is associated with an event
priority value given by a mapping p : E→ N. For two events
eh and el, p(eh) > p(el) indicates that eh has a higher priority
than el. Let V denote the universe of all values, for simplicity,
we assume that all variables share the same value universe V .
For a set of variables X and a valuation v : X → V , we use
v(x) to access the value of x ∈ X, we use v[Y] ∈ Y → V to
get the valuation of Y ⊆ X from v, and we use v[x ← c] to
denote a new valuation that updates the valuation of x ∈ X
with c ∈ V and that is equal to v for all other variables in X.
A controller c : (X → V) → (X → V) is a function running
on a variable valuation and returning a variable valuation.

A. Runtime Assurance Modules

We formally define RTA modules (RTA modules), their
well-formedness properties, the notion of execution for an RTA
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module, and prove that a well-formed RTA module keeps the
system in a region where its behavior is defined.

Definition 1 (RTA Module): An RTA module is defined as
a tuple M = (C, X, φ,�, Triggers), where:

1) C is the set of controllers executed by the RTA module;
2) X is the set of local variables. It particularly contains

three internal variables: a) xMtrigger stores the latest input
event that triggered the execution of the RTA module;
b) xMc stores the current controller (initially null), and
c) xMd counts the executions of the current controller;

3) φ : C→ 2X→V is a mapping from controllers to the set
of variable valuations, i.e., regions of controllers, s.t. for
all ci, cj ∈ C, if ci �= cj, then φ(ci) ∩ φ(cj) = ∅;

4) � : C → N is a mapping from controllers to natural
numbers representing decision frequencies;

5) Triggers ⊆ E is the set of input events triggering the
execution of the RTA module.

The mapping φ(.) corresponds to the controller switching
logic used in the DM of an RTA module for deciding the cur-
rent controller, e.g., in Fig. 3, the controller switching logic
(implemented by the f_DM function in lines 14–17) symboli-
cally defines the controller regions φ(.). For a controller c ∈ C,
we refer to φ(c) as the region of c, i.e., φ(c) indicates the set
of valuations required for starting to run c. Here, we assume
that the set of variables of an RTA module describes the state
of the RTA module adequately. Therefore, we define regions
for controllers over variable valuations. For a valuation v and
a controller c, if v is the current valuation and v ∈ φ(c), then
we say that the system is in φ(c). Decision frequencies define
the number of executions for each controller before checking
the current region again, i.e., if the system is in φ(c), then c
is executed �(c) times before checking the current valuation
to change the controller. Notice that a controller is not only
executed in its region, i.e., controller regions are not simply
the regions in which we only run the corresponding controller.
They are rather regions in which we decide to run the corre-
sponding controller c for the next �(c) executions. An RTA
module is run only when an event e ∈ Triggers is received, and
it is not executed otherwise. The notion of receiving events is
precisely defined in Section III-B.

For M = (C, X, φ,�, Triggers), we define the following.
1) Reach:((X → V) × ((X → V) → (X → V))× N)→

(X → V), s.t. Reach(v, c, d) is the variable valuation
obtained after executing c for d times starting from
v. Reach(.) is a well-defined function since we define
controllers as mappings from valuations to valuations.

2) ReachSet:((X→ V) ×((X→ V) → (X→ V))×N)→
2X→V , s.t. ReachSet(v, c, d) = ⋃d

i=1{Reach(v, c, i)}
is the set of reachable variable valuations within d
executions by executing c starting from v. As a short-
hand notation, we define ReachSet(φ(c), c, d) =⋃

v∈φ(c) ReachSet(v, c, d).
3) � = ⋃

c∈C φ(c) is the safety invariant of M, it also
refers to the operating region of M since the behavior
of M is undefined outside �. For a valuation v, if v ∈ �,
then we say that v is safe, and if v is the current valuation
of M, then we say that the system is safe.

When it is not clear from the context, we will refer to com-
ponents of an RTA module M as CM, XM, φM, �M, and

TriggersM, respectively, and its safety invariant as �M. In
order for an RTA module to keep the system safe, i.e., in its
operating region, it needs to satisfy a set of properties. Next,
we capture these properties by introducing the notion of a
well-formed RTA module, and we explain how a well-formed
RTA module always keeps the system safe.

Definition 2 (Well-Formed RTA Module): Let C = CT ∪CU
be a set of controllers consisting of a set of trusted (safe) con-
trollers (TCs) CT and a set of untrusted (advanced) controllers
(UCs) CU . An RTA Module M = (C, X, φ,�, Triggers) is
said to be well-formed if it satisfies the following properties.
(P1) (Safety) TCs must be safe. For all c ∈ CT ,

ReachSet(φ′(c), c, ∗) ⊆ �, where φ′(c) = φ(c) ∪⋃
c′∈CU

φ(c′) and ∗ indicates any natural number, i.e.,
executing a TC in its region or in the region of any UC
keeps the system in its operating region �.

(P2) (Liveness) If the system is recoverable, then the set of
TCs must eventually recover the system. If a UC region
is reachable from the current state of the system, then
there exists n ∈ N s.t. for i = 1, 2, . . . , n − 1, ci ∈ CT ,
cn ∈ CU , and Reach(φ(ci), ci,�(ci)) ∈ φ(ci+1), i.e.,
running a finite sequence of TCs leads to a UC region.

(P3) UCs must be executed with caution. For all c ∈ CU ,
ReachSet(φ(c), ∗,�(c)) ⊆ �, where ∗ is any controller,
i.e., the region and the decision frequency of a UC must
be assigned s.t. the system stays in the operating region
after executing any controller �(c) times.

See Section III-D3 for a detailed discussion of achieving
presented well-formedness properties in practice.

So far, we have only formally defined the notion of an RTA
module. Observe how this definition relates to the architecture
of an RTA module presented in Fig. 1. The set of controllers
C corresponds to the controllers listed in the figure, the set
of local variables X represents the variables used by the con-
trollers for execution, φ and � are the user-defined parameters
controlling the execution semantics of the RTA module (notice
that we have not yet defined the notion of execution for an
RTA module and its DM, but we will precisely define it in the
following paragraph), and Triggers is the set of events that
trigger the execution of the RTA module.

Next, to prove the safety of a well-formed RTA module,
we need to define the notion of execution and prove that run-
ning a well-formed RTA module on a safe valuation will keep
the system safe. In other words, the resulting variable valua-
tions will be in the operating region. Similar to a controller,
we define an action a : (X → V) → (X → V) as a
mapping. We differentiate between the two to be consistent
with state machine and RTA terminologies. Algorithm 1 is
the RTA action for an RTA module M defining the notion
of execution. Given a valuation, the procedure defined by
Algorithm 1 first checks the execution count of its current
controller, and if it is time to select a new controller, then
it checks the current region of the system (this step corre-
sponds to executing the f_DM function from Fig. 3) to update
the current controller and the execution count variable. Notice
that since controller regions are disjoint, line 5 is only exe-
cuted once. After deciding the current controller, the procedure
executes this controller, and returns the resulting new valu-
ation. Observe that an RTA action can be interpreted as a
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Algorithm 1 RTA Action of an RTA Module M
Require: v ∈ X→ V , where XM ⊆ X
Ensure: v′ ∈ X→ V , where XM ⊆ X

1: c, d← v(xMc ), v(xMd ) 
 Save current controller and execution
count

2: if c = null ∨ d ≥ �M(c) then 
 Check if controller update is
needed

3: for each ci ∈ CM do 
 Iterate over controllers
4: if v[XM] ∈ φM(ci) then 
 Check current region
5: c, d← ci, 0 
 Update current controller and reset

counter
6: break 
 Break since controller regions are disjoint
7: v′ ← (v \ v[XM]) ∪ c(v[XM]) 
 Run controller and update

valuation
8: return v′[xMc , xMd ← c, d + 1] 
 Return the new valuation

supervisory controller for the controllers of an RTA mod-
ule. For the set of RTA modules M and the set of actions
A, α : M→ A maps RTA modules to RTA actions. As defined
above, ReachSet(v, α(M), d) ⊆ 2X→V is the reachable vari-
able valuations within d executions starting from the valuation
v running the RTA action α(M).

Theorem 1: For a well-formed RTA module M and an ini-
tial valuation of its variables v0, where v0(xMc ) = null, if
v0 ∈ �M, then ReachSet(v0, α(M), ∗) ⊆ �M holds.

Proof: (P1) and (P3) guarantee that for any v ∈ �M,
ReachSet(v, c,�M(c)) ⊆ �M holds, where c ∈ CM and
v ∈ φM(c), i.e., running the corresponding controller of a
valuation will always keep the system safe. Algorithm 1 guar-
antees that α(M) will always update the current controller
c after �M(c) executions with a new controller c′ ∈ CM
s.t. v′ ∈ φM(c′) for the new valuation v′. Therefore, M
will always pick the corresponding controller for a valua-
tion and that controller will always keep the system safe
until the next controller decision of the RTA module. Thus,
ReachSet(v0, α(M), ∗) ⊆ �M holds for v0 and M.

Theorem 1 states that executing the RTA action of a well-
formed RTA module from a valuation in its operating region
will always lead to valuations in its operating region. Now
that we precisely defined RTA modules, we conclude with an
example clarifying the presented definitions for the reader.

Example 1: Consider a well-formed RTA module with an
AC with a decision frequency of 4 and an SC with a decision
frequency of 8. Let the figure above represent a small section
of this RTA module’s operating region, where the dotted line in
the middle separates the controller regions, and the solid line
bounds the operating region. The labeled points correspond to
the executions of the RTA module. Let point 1 be a decision
point for the RTA module (i.e., it is time to run the DM). Then
upon receiving an event triggering the RTA module, at point
1, the RTA module checks the current region (e.g., runs the

f_DM function from Fig. 3), sees that it is in AC’s region, and
then runs AC for the next four steps (i.e., until point 5).

In the given example, AC goes out of its own region,
which is perfectly aligned with the definition of a well-formed
RTA module, i.e., Definition 2. The crucial observation,
here, is that the controller regions are regions in which we
start running the corresponding controllers, and the decision
frequencies are the values that tell us how many steps we
need to run the controller before checking the system state
again. However, it does not mean that ULGEN only executes
controllers in their corresponding regions by immediately
switching the controllers. The current controller can go into
another controller’s region before checking the system state
again for a controller switch. This is a safe behavior, i.e., it
satisfies the properties (P1) and (P2) given in Definition 2.
(P1) defines the notion of safety for TCs, and (P3) bounds
the controller regions and the decision frequencies of UCs
so that they do not go out of the operating region. The cru-
cial observation in this definition is that both (P1) and (P3)
use � (which denotes the operating region of the RTA mod-
ule, and it is the union of the RTA module’s all controller
regions), not φ(.) (which is a mapping defining the spe-
cific controller regions). These properties guarantee that a
well-formed RTA module cannot go out of �, which means
that even if a controller goes out of its own region, it will
never leave the entire operating region, so it is, therefore,
guaranteed that there is always a controller to select for the
next controller switch. With constructs like controller regions
and decision frequencies, we give more control to the pro-
grammer to define adequate controller behaviors for their
applications.

B. Runtime Assured State Machines

Next, we define the integration of RTA modules with state
machines by introducing RTA-SMs. We then formally define
the notion of well-formedness for RTA-SMs, and prove that
a well-formed RTA-SM will always keep the system in its
operating region.

Definition 3 (RTA-SM): An RTA-SM is defined as a tuple
A = (S, s0, M, ρ, X, A, I, O, δ), where:

1) S is the set of states;
2) s0 ∈ S is the initial state;
3) M is the set of RTA modules;
4) ρ : S→ (M ∪ {null}) maps states to RTA modules;
5) X is the set of variables s.t.

⋃
M∈M XM ⊆ X;

6) A ⊆ 2(X→V) →(X→V) is the set of actions;
7) I ⊆ E is the set of input events;
8) O ⊆ E is the set of output events;
9) δ : S×(I∪{null})→ S×(O∪{null}) × A is the transition

function. δ(s, i) = (s′, o, a) is a transition from s to s′
receiving i, sending o, and executing action a.

Next, we define the well-formedness properties for RTA-
SMs, which are the backbone of the proof of safety.

Definition 4 (Well-Formed RTA-SM): An RTA-SM A =
(S, s0, M, ρ, X, A, I, O, δ) is said to be well-formed if it
satisfies the following properties.

1) For all M ∈ M, M must be a well-formed RTA module,
and for all Mi,Mj ∈ M, XMi ∩ XMj = ∅ or �Mi =
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�Mj , i.e., if the sets of variables of two RTA modules
intersect, they must have the same safety invariant.

2) For all si, sj ∈ S, ρ(si) = ρ(sj) iff ρ(si) = ρ(sj) = null,
i.e., each state has a unique RTA module.

3) For any δ(s, i) = (s′, o, a), we have the following.
(D1) If ρ(s) = null or i �∈ Triggersρ(s), then for all

x ∈ ⋃
M∈M XM, and for all v, v′ ∈ (X → V) s.t.

a(v) = v′, v(x) = v′(x) holds, i.e., v′ is different
than v only for variables that are not used by any
RTA module.

(D2) If i ∈ Triggersρ(s), then we have a = α(ρ(s)), i.e.,
if i is a triggering event of the RTA module of s,
we run the corresponding RTA action of that RTA
module.

Definition 4 enforces that RTA modules of a well-formed
RTA-SM must have the same safety invariant if their variables
intersect; thus, an RTA module cannot modify the variables of
another RTA module for a different safety invariant. This is a
crucial property to avoid unsafe behavior that might emerge
from unnecessarily complex relationships between RTA mod-
ules of an RTA-SM. For example, consider the case of two
RTA modules (of the same RTA-SM) with conflicting safety
invariants on a set of variables. As the machine changes states
and runs these RTA modules, actions of one would violate
the safety invariant of the other, which would cause an unsafe
behavior w.r.t. to the violated safety invariant. By disallowing
such variable intersections, we make sure that such conflicts
between RTA modules do not occur.

Before we define the execution semantics of an RTA-SM
and prove the safety of its behavior, we highlight the corre-
spondence between Definition 3 and Fig. 3. Observe that lines
9–32 of Fig. 3 is a programmatic description of an RTA-SM
with an event-driven RTA module given in the ULGEN syntax.
Specifically, the motion planner machine defined in lines 9–32
of the ULGEN program in Fig. 3 defines a set of states along
with an initial state and dedicated RTA modules in certain
states, declares a set of variables, and defines the transition
function by describing the transition behavior in each state
using input/output events and actions executed on the tran-
sition. That machine has only one RTA module; therefore,
with cautious programming, it trivially satisfies the conditions
over variables given in Definition 4, i.e., the first bullet point
and (D1). The other conditions, i.e., the second bullet point
and (D2), are enforced by the semantics of the language and
the type checker, see Section IV for a detailed discussion of
the ULGEN language and the toolkit.

Next, we continue with the execution semantics of an RTA-
SM by defining the transition system for an RTA-SM, and we
use this definition to prove the safety of its execution.

Definition 5 (RTA-SM Transition System): A TS for A =
(S, s0, M, ρ, X, A, I, O, δ) is T (A) = (Q, q0,−→).

1) Q : S × (X → V) × (N→ I), i.e., a state consists of a
state of A, a valuation of X, and an event queue for I.

2) q0 = (s0, v0, fempty) is the initial state, i.e., s0 is the ini-
tial state of A, v0 is the initial valuation for X, where
variables are initialized with their default values and
v0(x

ρ(s0)
c ) = null, and fempty is the empty queue.

3) −→ : (Q × (I ∪ {null}) → Q) ∪ (Q → (O ∪ {null}) ×
Q) is the transition function. We have three kinds of
transitions.

Null (s, v, f )
o−→ (s′, v′, f ) if there exists a transi-

tion δ(s, null) = (s′, o, a) with a(v) = v′ and
v′(xρ(s′)

c ) = null, i.e., a null transition not dequeu-
ing any event.

EnQ (s, v, (i0, . . . , in))
i−→ (s, v, (i0, . . . , ik−1, i, ik, . . . ,

in)), where i �= null, for all i′ ∈ {i0, . . . , ik−1},
p(i′) ≥ p(i), and for all i′′ ∈ {ik, . . . , in}, p(i′′) <

p(i), i.e., inputs are stored with respect to their pri-
orities. We assume this transition type has a higher
priority than others.

DeQ (s, v, (i0, i1, . . . , in))
o−→ (s′, v′, (i1, . . . , in)) if there

exists δ(s, i0) = (s′, o, a) with i0 �= null and a(v) =
v′. If s �= s′, then v′(xρ(s′)

c ) = null.
A run of A is a sequence of states defined over T (A) as

follows:

q0
e0−→ q1

e1−→ · · · en−1−−→ qn
en−→ · · ·

where qi ∈ Q and ei ∈ I ∪ {null} ∪O. Note that an input event
can occur at any step of a run since it depends on the envi-
ronment. The operating region of A is �A =

⋃
M∈M �M.

Theorem 2: For all runs of a well-formed RTA-SM A, if
v0 ∈ �A holds for the initial state (s0, v0,∅), then for all states
(si, vi, fi) appearing in a run, vi ∈ �A holds.

Proof: EnQ do not change variable valuations by
Definition 5, i.e., an enqueue transition will always keep the
system in the operating region if it is taken from a safe valu-
ation. Now, we consider other transition types, i.e., Null and
DeQ. By (D1) in Definition 4, taking a transition on a null
event (notice that a null event cannot trigger the execution
of an RTA module by Definition 1), taking a transition in a
state without an RTA module, and taking a transition on an
event that does not trigger the RTA module of a state does not
change the valuation of any variable used by an RTA module
of A. Hence, the safety invariant will be satisfied after tak-
ing such a transition if it is taken from a safe valuation. By
Algorithm 1 and Theorem 1, running an RTA module start-
ing from a safe valuation will keep the system safe, i.e., since
Algorithm 1 only updates variables used by the RTA module
of the state, and Theorem 1 guarantees that these modifications
will keep the system in the operating region, we can conclude
that running an RTA module will keep the system safe. The
well-formedness properties for an RTA-SM in Definition 4
guarantees that this argument applies to RTA-SMs that have
RTA modules with both the same safety invariant and differ-
ent safety invariants. Thus, A will always satisfy its safety
invariant starting from a safe valuation.

Theorem 2 states that if an RTA-SM is initially in its
operating region, then it will always satisfy the safety invariant.

C. Compositional Runtime Assured State Machine Systems

Next, we extend our formalism to ULGEN programs. A com-
positional RTA-SM system (C-RTA-SM-S) S = {A0, . . . ,An},
which defines a ULGEN program, is the asynchronous compo-
sition of the set of RTA-SMs {A0, . . . ,An} under interleaving
semantics, see [25] for the details of this composition. A C-
RTA-SM-S (or a ULGEN program) S is said to be well-formed
if for all Ai ∈ S , Ai is well-formed, and for all Aj ∈ S , if
Ai �= Aj, then XAi ∩ XAj = ∅.



3686 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 42, NO. 11, NOVEMBER 2023

Observe that a C-RTA-SM-S (a ULGEN program) is sim-
ply a collection of RTA-SMs communicating through asyn-
chronous events. Figs. 2 and 7 are high-level representations of
such programs used in the case studies. In these figures, each
box corresponds to an RTA-SM and arrows between the boxes
present high-level descriptions of the events sent between the
machines.

Theorem 3: For a well-formed ULGEN program S , and for
all Ai ∈ S , if vi

0 ∈ �Ai for the initial state (si
0, vi

0, fempty) of
Ai, then we have vi

j ∈ �Ai for all (si
j, vi

j, f i
j ) of Ai.

Proof: Since RTA-SMs in S do not share any variables,
they cannot change the truth value of another RTA-SM’s
safety invariant. Thus, by this observation and the semantics
of asynchronous interleaving composition, each machine runs
in isolation. Then by Theorem 2, we conclude that the overall
system stays safe provided that it starts from a safe state.

Theorem 3 states that decomposing the overall safety
requirements of a system into invariants and implementing a
well-formed ULGEN program guarantees safety.

D. Remarks on Formalism and Well-Formedness

1) Time-Driven RTA Modules: So far, we have only consid-
ered the event-driven execution semantics of an RTA module.
For the time-driven case, one can formalize an RTA module by
having a dedicated triggering event instead of a set of events.
Then a timer machine can be defined as a timed automa-
ton [2], [3] to send timed events for triggering the time-driven
RTA module. We can interpret such events as environment
inputs; thus, the formalism trivially extends to the time-driven
case.

2) Connections to the ULGEN Language: We remark on
the correspondence between a ULGEN program and the
presented formalism using the motivating example from
Section II. The collection of ULGEN machines from Fig. 2,
i.e., the ULGEN program, defines a C-RTA-SM-S, where
each machine corresponds to an RTA-SM. Observe the one-
to-one correspondence between Definition 1 and the RTA
module declarations in Fig. 3. Just like the formal definition
in Definition 1, RTA modules in ULGEN programs declare
a set of controllers with decision frequencies along with a
set of triggering events, operate on a subset of the local
variables of their parent machines, and their DMs logically
define controller regions. Thus, ULGEN is a native language
for programming systems with the framework formalized in
this section.

3) Well-Formedness in Practice: The correspondence
between the formalism and the ULGEN language eases the
programming; however, one must satisfy the well-formedness
properties given in Definitions 2 and 4. Satisfying Definition 4
for an RTA-SM is somewhat trivial, i.e., it defines a unique
RTA module in each state, and makes sure that either
different RTA modules of an RTA-SM have the same safety
invariant, or they have different safety invariants and they
do not modify each other’s local variables. Observe that this
outlines a desirable and easy-to-follow modular programming
practice. Furthermore, the semantics of the ULGEN language
and type checks performed by the compiler guarantee the
second bullet point and (D2) in Definition 4 whereas the
other conditions [first bullet point and (D1)] can be easily

satisfied by following a principled programming practice as
mentioned. In Definition 2, (P1) and (P2) can be achieved
by using reachability analysis [15], [22], [29] and controller
synthesis frameworks [5], [18], [24], [35], respectively. To
achieve well-formedness, we have to also decide on decision
frequencies and regions for UCs to satisfy (P3). Synthesizing
these for a UC, a controller that, in general, we cannot
make any assumptions on besides a reasonable boundedness
assumption is a challenging problem and outside the scope
of this work. Still, we can provide a practical guideline for
well-formedness. The decision frequency and the region of
a UC define the tradeoff between performance and safety.
As an empirical approach, one can start from the most
conservative values, i.e., one for the decision frequency
and a restricted region, and then iteratively relax them
based on the requirements. Notice that the ULGEN language
provides an easy interface for configuring these parameters.
Specifically, the decision frequency parameter can be easily
tuned by changing the given mapping in the program, e.g.,
line 28 of Fig. 3, and since the controller regions are defined
symbolically, e.g., lines 14–17 of Fig. 3, one can relax and
restrict the controller regions by modifying the constraints of
this symbolic definition.

IV. ULGEN PROGRAMMING LANGUAGE AND TOOLKIT2

We built the ULGEN toolkit by extending the P language
framework. The toolkit has three components: 1) a compiler
for compiling high-level ULGEN programs to executable C;
2) a C runtime for executing the ULGEN programs; and 3) a
library for the Reelay monitoring tool [41] which can be used
for the controller switching logic. This library provides func-
tions for creating discrete and dense timed Reelay monitors,
logging data to a monitor, and checking the specification.

We extended the C runtime of P to support the following
features: 1) event priorities; 2) language primitives for RTA
modules; and 3) time-driven semantics implemented using OS
timers. To declare an RTA module, the programmer imple-
ments controllers and the controller switching logic as local
functions of the state machine, which can be entirely imple-
mented in the program or can call foreign C/C++ functions.
The compiler guarantees that the well-formedness properties
from Definition 4 are satisfied except for the first bullet point
and (D1) which must be accomplished by the programmer.
However, neither the compiler nor the runtime imposes the
well-formedness properties of Definition 2. It is the program-
mer’s responsibility to ensure that these properties are satisfied
by following the guidelines presented in Section III-D3.

Our extensions to P are both syntactic as well as semantic
as we added new language features. Specifically, time-driven
execution semantics and event priorities are new features and
cannot be expressed in the standard P language. For event-
driven execution semantics of RTA modules, we made changes
to the language semantics to assure safety. In particular, the
standard P runtime defines dequeuing and event handling as
separate atomic operations. However, for safety, we modified
this behavior for RTA modules by defining their executions
as atomic w.r.t. other machines, i.e., in ULGEN, dequeuing,

2Toolkit is available at https://github.com/BerkeleyLearnVerify/ULGEN.
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event handling, and controller execution are all a single atomic
operation which cannot be interleaved by other operations.

P offers a systematic testing engine for checking the cor-
rectness of P programs. Currently, our toolkit does not support
systematic testing of ULGEN programs. We consider sys-
tematically testing a program with real-time behavior as an
interesting problem on its own and leave it for future work.

Next, we note potential threats of our extensions to P.
1) Our backend uses OS timers for time-driven semantics,

which is not reliable for hard real-time systems whereas
it is performant enough for soft real-time systems as we
demonstrate in the following sections.

2) Event priorities enable task prioritization, but one should
note that it may expand the space of program behaviors.

Atomic execution of RTA modules is a restriction over stan-
dard P semantics, so it does not introduce any threats and
reduces the space of program behaviors.

P is shown to be a low overhead and scalable language in
various domains [7], [8], [10], [39]. Therefore, our toolkit is
also low overhead, and it is scalable to realistic applications
as we demonstrate in the case studies. Note that as our frame-
work combines different controllers and DMs, its scalability
is mainly limited by the scalability of these components.

V. EMPIRICAL EVALUATION: COMPARISON WITH SOTER

We present an empirical comparison of ULGEN with
SOTER [7]. Before starting, notice that SOTER lacks most
of the highlighted features of ULGEN: no event priorities,
no multiple controllers, no event-driven RTA modules, just
one AC, one SC, and time-driven RTA modules. Moreover,
it uses standard P; thus, the time-driven behavior is imple-
mented using explicit busy waits. Most importantly though,
SOTER defines controllers and the DM of an RTA module
as periodically executing nodes, and regardless of the cur-
rent state of the system, both controllers are executed, but the
DM enables/disables the outputs of the controllers through a
globally shared data structure implemented at C level.

A. Case Study: Simple Robot Braking System

We consider a two-wheeled robot tasked to move forward
and stop at a specific position. This system can be imple-
mented with only one RTA module, where the AC moves for-
ward, the SC stops the robot, and the DM monitors the position
for a controller switch. We implement the system in ULGEN

and SOTER, and we use the Webots [28], [42] simulator.
1) Evaluation: We answer the following question: “Do

both frameworks assure safety?,” where safety is defined as
braking on time. The task only depends on the behavior
of the frameworks and the environment dynamics, so we
run 100 simulations with different random seeds, and mon-
itor the position to detect safety violations. As P provides
multithreaded execution by assigning jobs to worker threads,
we run the experiments using both a single thread and two
threads to understand and compare concurrent behaviors of
frameworks.

Both single-threaded programs satisfy the specification. The
two-threaded ULGEN program also satisfies the specification
in all runs. However, the two-threaded SOTER program vio-
lates the specification in 82% of 100 simulations. This unsafe

Fig. 4. Webots environment for Section VI-A.

behavior of SOTER is due to the nondeterministic schedul-
ing of threads, and the fact that the controllers and the DM
are all asynchronously executing nodes, therefore, prone to
ordering issues. Moreover, the formalism of SOTER does not
define an ordering between the executions of the controllers
and the DM when they ought to run at the same time. Thus,
the unsafe behavior of SOTER in a multithreaded setting was
expected both from a theoretical perspective and from a prac-
tical one. Crashes due to scheduling issues were also reported
in the experiments of the SOTER work [7]. In ULGEN, such
scheduling issues are irrelevant as we impose a well-defined
execution order over components of an RTA module.

We also compare SOTER and ULGEN programs by using
the number of lines, a rough but arguably one of the few
quantifiable metrics for program simplicity. The SOTER pro-
gram consists of 100 lines whereas the ULGEN program only
has 50. As we built most of our features into the language,
the ULGEN program ends up being more readable and shorter.
Finally, we report that the automatically generated C code from
the ULGEN program has 1000 lines, which only has the C rep-
resentations of the constructs defined in the program, and it is
executed with the given semantics by our backend.

VI. EMPIRICAL EVALUATION: IN SIMULATION SETUP3

In this section, we present two case studies to evaluate the
safety and performance of ULGEN programs.

A. Case Study: Robot Surveillance System

We investigate the motivating example from Section II-A
in Webots [28], [42] and empirically evaluate the safety
and performance of its ULGEN implementation using
VerifAI [12], [13], a toolkit for the formal design and analy-
sis of AI/ML systems. The task is to navigate a two-wheeled
robot to visit waypoints w0, w1, w2, and w3, shown in Fig. 4,
infinitely often while maintaining an adequate battery level by
visiting the station (green area in Fig. 4) when the battery is
critically low. We implement the case study in ULGEN using
the design given in Fig. 2, where each concurrent component
is implemented using an RTA-SM with either event-driven or
time-driven RTA modules for assuring their specifications. To
evaluate the safety, we introduce faulty behavior by imple-
menting the UC of the plan executor as a controller which,
regardless of the input, turns left with probability 20% or

3Complete source code, documentation for implementation details, and
videos are available at https://github.com/BerkeleyLearnVerify/ULGEN.
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Fig. 5. Minimum battery level percentage observed in simulations versus
the number of simulations. In this example, the robot executes the procedure
for going to the station when the battery level drops below 20%.

moves forward with probability 80%. We refer to this spe-
cific controller as the random controller in the rest of this
article. The TC is a controller designed for closely follow-
ing an ideal trajectory between waypoints. To assure safety,
the plan executor implements two states running time-driven
RTA modules: 1) LowBatteryRun and 2) Run, the former
defines a more conservative decision frequency and controller
region for its UC. We use Reelay monitors for the controller
switching logic. For details, see the ULGEN repository.

1) Evaluation: We answer:
(Q1) Safety: “Does ULGEN assure safety?”
(Q2) Performance: “Does ULGEN maximize the usage of

UCs?”
We use the MTL falsifier of VerifAI with a cross-entropy sam-
pler. The falsifier searches for a configuration that fails the
mission due to a low battery level by sampling configurations
with different initial locations for the robot and the charger.
We ran the falsifier for 100 simulations with 150 000 simula-
tion steps (> 5 h of systematic testing). Our baseline executes
solely TCs.

a) (Q1) Safety: In all 100 simulations, the robot success-
fully performed surveillance. Fig. 5 presents the minimum
battery level observed in simulations generated by VerifAI.
The blue line is the ULGEN implementation and the green
line is the baseline. The baseline keeps a higher battery level
in general since ULGEN tries to execute the UCs whenever
possible. Specifically, since the UC of the plan executor is the
random controller, the robot loses the battery while moving to
the charger. The falsifier finds cases with slightly lower battery
levels, but it cannot falsify the system. Thus, our evaluation
shows that ULGEN can be used to program safe systems.

b) (Q2) Performance: We measure the performance by
analyzing the executions of the plan executor. We report
the average execution percentages over 100 simulations for
the RTA modules of LowBatteryRun and Run states. In
LowBatteryRun and Run, the UCs execute 16% and 46%
of all executions, respectively. This difference between the
execution percentages was expected as LowBatteryRun is
more conservative than Run. Fig. 4 presents the trajectory of
the robot after one tour in the default environment. Blue and
red represent executions of the UC and the TC of Run, respec-
tively. Purple and yellow represent executions of the UC and
the TC of LowBatteryRun, respectively. Fig. 4 shows as
if the UC of Run runs more often than its TC as the TC is
mostly used for fixing the orientation, and the UC is mostly
used for moving forward. Even with the random controller,
ULGEN maximizes the usage of UCs while assuring safety.

Fig. 6. Webots environment for Section VI-B.

B. Case Study: More Complex Robot Surveillance System

We present a more complex robot surveillance case study,
where five robots of two different types are present in an
environment (an ego robot and four secondary robots) with
static obstacles and two geo-fenced regions. The secondary
robots are tasked to randomly move in the environment while
avoiding collisions. The task of the ego robot is to perform
surveillance while satisfying several constraints: 1) waypoints
w0, w1, w2, and w3 must be visited in the given order;
2) motion plans must consist of waypoints inside the envi-
ronment; 3) motion plans must avoid geo-fenced regions;
4) motion plans must avoid static obstacles; 5) robot must
closely follow a trajectory between waypoints; 6) robot must
avoid collisions; 7) battery level must always be greater than
zero; and 8) position/orientation estimation cannot deviate
from the GPS/compass readings for more than a threshold.
Fig. 6 is the environment, where the blue robot is the ego
robot, red robots are secondary robots, brown boxes are obsta-
cles, and red regions are geo-fenced. Only geo-fenced regions
are known to the ego robot a priori. Fig. 7 presents the high-
level design of the ego robot, where each node represents a
concurrent component implemented as an RTA-SM with either
event-driven or time-driven RTA modules to satisfy its safety
specification. To emphasize safety, we use the random con-
troller as the UC of the collision-aware plan executor machine,
which turns left or moves forward with probabilities 20%
and 80%, respectively. This machine also defines two TCs:
1) a safe trajectory controller (designed for closely follow-
ing an ideal trajectory between waypoints) and 2) a collision
avoidance controller. To assure safety when the battery is low,
the collision-aware plan executor implements two states with
time-driven RTA modules: 1) LowBatteryRun and 2) Run,
where the former is more conservative. This case study is built
on top of the motivating example, and as before, Reelay mon-
itors are used for the controller switching logic. We refer the
reader to the ULGEN repository for further details.

1) Evaluation: We conduct a similar evaluation to
Section VI-A to answer (Q1) safety and (Q2) performance
questions. We use the MTL falsifier of VerifAI with a cross-
entropy sampler, which tries to falsify a specification stating
that there must always be enough battery and the robot must
always avoid geo-fenced regions. The falsifier searches for a
configuration to fail the mission due to a low battery level
or a violation of the geo-fences by sampling configurations
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Fig. 7. ULGEN Program for Section VI-B, boxes are RTA-SMs.

with different initial locations for the ego robot, the charger,
the secondary robots, and the boxes. We ran the falsifier
for 50 simulations with 300 000 steps (> 7 h of system-
atic testing). Our baseline is an implementation executing
solely TCs.

a) (Q1) Safety: In all 50 simulations, the robot success-
fully performed surveillance by keeping an adequate battery
level and avoiding geo-fenced regions. Fig. 8 presents the min-
imum battery level observed in simulations. The blue line is
the ULGEN implementation and the green line is the base-
line. We observe a similar pattern to the evaluation given in
Section VI-A, i.e., the baseline keeps a higher battery level in
general since the ULGEN implementation tries to execute its
UCs. Although the falsifier finds configurations where slightly
lower battery levels are observed, it cannot falsify the system.
Thus, our evaluation of a more complex system also shows
that ULGEN can be used to program safe systems.

b) (Q2) Performance: We use the metric from
Section VI-A for evaluating the performance by analyz-
ing executions of the collision-aware plan executor. We report
the mean of 50 simulations. In LowBatteryRun, the UC
executes 42%, the safe trajectory controller executes 47%,
and the collision avoidance controller executes 11% of all
executions. In Run, the UC executes 45%, the safe trajectory
controller executes 47%, and the collision avoidance con-
troller executes 8% of all executions. Fig. 6 is the trajectory
of the ego after one tour in the default environment. Different
colors of the trajectory line indicate different controllers of
the collision-aware plan executor. Purple, yellow, and white
represent executions of the random, the safe trajectory, and
the collision avoidance controllers of LowBatteryRun,
respectively. Blue, red, and gray represent executions of
the random, the safe trajectory, and the collision avoidance
controllers of Run, respectively. We observe similar patterns
in Fig. 6 and other simulations since TCs are used for
recovery and UCs are run otherwise. These results show
that even with the random controller, ULGEN maximizes the
usage of UCs while assuring safety.

Fig. 8. Minimum battery level percentage observed in simulations versus
the number of simulations. In this example, since the environment is larger
than the previous example, and there are obstacles and other robots present in
the environment, we increase the threshold for executing the battery recovery
procedure, i.e., it is executed when the battery level drops below 40%.

VII. EMPIRICAL EVALUATION: ON ROBOTIC PLATFORM4

We present two case studies to demonstrate an instantiation
of ULGEN programs on a real robotic platform and to evaluate
the safety and performance provided by our framework.

A. Case Study: Robot Surveillance System With Kobuki

We present a surveillance system on the iClebo Kobuki5

robot base controlled with a Raspberry Pi 3 Model B+ running
a 64-bit Ubuntu Server 20.04 LTS. We extend the ULGEN

program presented in Section VI-A. The design is the same as
Fig. 2 except that we do not have a battery observer as it is
redundant for this mission. The UC of the plan executor’s RTA
module is a PID controller with empirically tuned parameters
for performance, but its TC is the same as before. We used our
own monitors for this case study since ULGEN is agnostic to
the selection of the monitoring tool. We implemented a layer
of helper functions to control the robot using the standalone
Kobuki Core.6 For details, see the ULGEN repository.

We assume the environment is safe, i.e., no obstacles. The
task is to visit a sequence of waypoints. While performing
the task, the robot must: 1) visit surveillance locations in the
correct order; 2) compute safe motion plans between locations;
and 3) follow the ideal trajectory without deviating more than
40 cm. The robot also has to optimize a performance objective:
minimize the average lap time throughout the mission.

1) Evaluation: Similar to Section VI, we answer (Q1)
safety and (Q2) performance questions. We run the ULGEN

program on a Kobuki robot and record the mission details. We
restrict the surveillance task to three tours in the environment,
i.e., the robot starts from the station, makes three tours, and
returns back to the station. Our baselines are implementations
of the system with solely TCs and solely UCs.

a) (Q1) Safety: We focus on the specification of the
plan executor, i.e., the robot must follow the ideal trajectory
without deviating more than 40 cm. Fig. 9 presents the tra-
jectories of the robot for all three setups. Both the solely
TCs baseline and the ULGEN program satisfy the specifica-
tion whereas the solely UCs baseline enters the unsafe red
region. Due to the specific values of the decision frequencies
tuned for performance, the DM does not immediately switch

4Complete source code, documentation for implementation details, and
videos are available at https://github.com/BerkeleyLearnVerify/ULGEN.

5iClebo Kobuki’s functional, hardware, and software details are available
at http://kobuki.yujinrobot.com/about2/.

6Kobuki core is available at https://github.com/kobuki-base/kobuki_core.
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Fig. 9. Trajectories of the robot within three tours in the environment. The dashed black lines between waypoints represent the ideal trajectory. The red and
blue lines indicate the execution of the TC and the UC of the plan executor, respectively. The light and dark green regions indicate the regions of the TC and
the UC of the plan executor, respectively, and the red-striped regions indicate regions that violate the safety specification, i.e., deviating more than 40 cm.
(a) Solely TCs (SCs). (b) ULGEN. (c) Solely UCs (ACs). (d) Environment.

TABLE I
MISSION TIMES FOR SECTION VII-A

to TC in the light green region, but it switches before
leaving the light green region. See the example given in
Section III-A for further details about controller regions and
decision frequencies.

b) (Q2) Performance: We measure and compare the lap
times and the overall mission times for solely TCs, ULGEN,
and solely UCs implementations to evaluate the performance.
Table I reports the results. ULGEN provides a middle ground
between the two extremes. The solely TCs baseline fails to
optimize the performance, and the solely UCs baseline violates
the specification whereas ULGEN optimizes the performance
objective while assuring that the specifications are satisfied.

B. Case Study: Robot Exploration System With Kobuki

In this case study, we defer the safety assumption on
the environment, i.e., we extend the mission to perform
surveillance with unknown obstacles in the environment. This
modification about our environment assumptions requires us to
first perform an exploration tour to assure safety. We combine
and improve the implementation of the surveillance systems
presented in Sections VI-B and VII-A to accommodate the
safe exploration of the environment. We use the same hardware
and helper libraries as the ones presented in Section VII-A.
For further implementation details, see the ULGEN repository.

The task of the robot is to safely explore and perform
surveillance in an environment with unknown obstacles and
a geo-fenced region. To complete the mission, the robot must:
1) visit surveillance locations in the correct order; 2) com-
pute safe motion plans between locations; 3) obey geo-fencing
constraints; 4) avoid obstacles; and 5) follow the ideal tra-
jectory between waypoints without deviating for more than
30 cm while moving toward a waypoint, i.e., it is okay to
enter the red region while avoiding a bumped obstacle. The
robot should only execute its trusted controllers for the first
tour to safely explore the environment. As the robot explores

TABLE II
MISSION TIMES FOR SECTION VII-B

the environment, it must send the location of the identified
static obstacles to a server through a TCP connection. The
performance objective is to minimize the average lap time.

1) Evaluation: We answer two questions: (Q1) safety
and (Q2) performance. We run the ULGEN implementation on
a Kobuki robot and record the details. In our experiments, we
restrict the task to two tours in the environment, i.e., the robot
starts from the station, explores the environment by only exe-
cuting its trusted controllers in the first tour, makes another
tour for surveillance, and returns back to the station. Our
baselines are implementations with solely TCs and solely UCs.

a) (Q1) Safety: We again investigate the specification of
the plan executor. Fig. 10 presents the trajectories of the robot
for all three setups. The solely TCs baseline and the ULGEN

implementation keep the deviation from the ideal trajectory
below the given threshold and complete the mission success-
fully. Due to the specific values of the decision frequencies
tuned for performance, the DM does not immediately switch
to the safe trajectory controller in the light green region, but it
switches somewhere in that region. See the example given in
Section III-A for further details about why we do not need an
immediate switch between regions. The solely UCs baseline
violates the specification by entering the red region several
times. In the first lap, the solely UCs baseline deviates so
much that the robot does not collide with the obstacle. In the
second lap, it collides with the obstacle and fails.

b) (Q2) Performance: We measure and compare explo-
ration, surveillance, and overall mission times. Table II reports
the results. As we defer the safety assumption on the environ-
ment, in the exploration lap, the ULGEN implementation only
executes its TCs. Therefore, there is no performance gain com-
pared to solely TCs. As the solely UCs baseline collides with
the obstacle and fails in the second lap, we only report its
time for the first lap. ULGEN executes its UCs whenever the
robot is in a known safe region; therefore, ULGEN optimizes
the performance objective better than the solely TCs baseline.
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Fig. 10. Trajectories of the robot within two tours in the environment, i.e., exploration lap and surveillance lap. The dashed black lines between waypoints
represent the ideal trajectory. The red, yellow, and blue lines indicate the execution of the safety trajectory controller, the obstacle avoidance controller, and
the UC of the plan executor, respectively. The light and dark green regions indicate the region of the safe trajectory controller and the UC of the plan executor,
respectively, and the red-striped regions indicate regions that violate the safety specification, i.e., deviating more than 30 cm from the ideal trajectory. The blue
box at (1, 0) is a geo-fenced region that is known a priori, and the gray circle at (0, 1) is a static obstacle that is not known a priori by the robot. (a) Solely
TCs (SCs). (b) ULGEN. (c) Solely UCs (ACs). (d) Environment.

VIII. RELATED WORK

Various approaches have been proposed for the runtime
monitoring and safe execution of safety-critical systems.
Runtime verification techniques were used to monitor the
safety of robotic systems in [6], [11], [19], [20], [26],
[27], and [31]. Schierman et el. [36] examined the appli-
cation of an RTA framework to the software stack of an
unmanned aircraft system. Phan et al. [32] introduced a
component-based Simplex architecture with assume-guarantee
contracts for component-based CPS. The Simplex architec-
ture has also been applied to sandboxing CPS [4], where
automatic reachability-based approaches were presented for
the controller regions. Akametalu et al. [1] proposed a
reachability-based controller switching mechanism for rein-
forcement learning. ModelPlex [30] combines offline manual
theorem proving-based verification with runtime validation of
system executions [30]. Building on ModelPlex, Fulton and
Platzer [17] developed an approach for provably safe learn-
ing of control strategies based on the differences between the
reality and the offline verification model. The Neural Simplex
architecture [33] is an RTA framework for neural controllers,
which enables retraining of the AC after a switch to the SC.
Desai et al. [7] introduced SOTER, a framework for program-
ming safe robotic systems with RTA modules and bidirectional
switching between SC and AC.

This article is complementary to much of this literature—we
provide a general programming framework for RTA, wherein,
for example, switching logic devised using an approach like
ModelPlex could be implemented in ULGEN, and any state-
of-the-art runtime monitoring tool could be used with our
approach. The closest related work is SOTER [7], which only
defines time-driven RTA modules with two controllers, and
does not provide a publicly available tool. ULGEN defines
event-driven and time-driven RTA modules with multiple con-
trollers, provides priority-based communication, guarantees
safety under formal well-formedness properties, enables the
integration of state-of-the-art monitoring tools, and offers a
ready-to-use toolkit. All in all, ULGEN provides a general
RTA framework that can accommodate various state-of-the-
art approaches and tools for programming safe CPS, and
to the best of our knowledge, it is the first to offer such
flexibility.

IX. CONCLUSION

We presented ULGEN, a framework for programming safe
CPS. ULGEN defines event-driven and time-driven RTA mod-
ules with multiple controllers as building blocks for asyn-
chronous processes along with a priority-based communication
mechanism for task prioritization. We defined formal well-
formedness properties guaranteeing a composition of SCs and
ACs in a way that assures the underlying safety specifications
provided by the SCs while delivering the desired performance
offered by the ACs. We demonstrated the efficacy of ULGEN

with five case studies both in a simulation setup and on a
robotic platform. In the case studies, our evaluations show that
ULGEN delivers the desired performance while assuring safety.
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